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C O N S P E C T U S

Organic semiconductors (OSCs) have recently received
significant attention for their potential use in pho-

tovoltaic, light emitting diode, and field effect transistor
devices. Part of the appeal of OSCs is the disordered,
amorphous nature of these materials, which makes them
more flexible and easier to process than their inorganic
counterparts. In addition to their technological applica-
tions, OSCs provide an attractive laboratory for examin-
ing the chemistry of heterogeneous systems. Because OSCs
are both electrically and optically active, researchers have
access to a wealth of electrical and spectroscopic probes
that are sensitive to a variety of localized electronic states
in these materials.

In this Account, we review the basic concepts in first-prin-
ciples modeling of the electronic properties of disordered
OSCs. There are three theoretical ingredients in the computational recipe. First, Marcus theory of nonadiabatic electron trans-
fer (ET) provides a direct link between energy and kinetics. Second, constrained density functional theory (CDFT) forms the
basis for an ab initio model of the diabatic charge states required in ET. Finally, quantum mechanical/molecular mechani-
cal (QM/MM) techniques allow us to incorporate the influence of the heterogeneous environment on the diabatic states.

As an illustration, we apply these ideas to the small molecule OSC tris(8- hydroxyquinolinato)aluminum (Alq3). In
films, Alq3 can possess a large degree of short-range order, placing it in the middle of the order-disorder spectrum
(in this spectrum, pure crystals represent one extreme and totally amorphous structures the opposite extreme). We
show that the QM/MM recipe reproduces the transport gap, charge carrier hopping integrals, optical spectra, and reor-
ganization energies of Alq3 in quantitative agreement with available experiments. However, one cannot specify any
of these quantities accurately with a single number. Instead, one must characterize each property by a distribution
that reflects the influence of the heterogeneous environment on the electronic states involved. For example, the hop-
ping integral between a given pair of Alq3 molecules can vary by as much as a factor of 5 on the nanosecond times-
cale, but the integrals for two different pairs can easily differ by a factor of 100. To accurately predict mesoscopic
properties such as carrier mobilities based on these calculations, researchers must account for the dynamic range of
the microscopic inputs, rather than just their average values.

Thus, we find that many of the computational tools required to characterize these materials are now available. As
we continue to improve this computational toolbox, we envision a future scenario in which researchers can use basic
information about OSC deposition to simulate device operation on the atomic scale. This type of simulation could allow
researchers to obtain data that not only aids in the interpretation of experimental results but also guides the design
of more efficient devices.
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1. Introduction

The study of organic electronics presents a new landscape

upon which chemists, materials scientists, and others are

working to supplement conventional inorganic semiconduc-

tor devices with a palette of small molecule and polymeric

materials.1 These are typically π-conjugated systems with low-

lying excited states and the ability to transport both holes and

electrons.2 While work remains to be done, significant

progress has been made on device applications such as

organic light-emitting diodes (OLEDs), photovoltaics (OPVs),

and field-effect transistors (OFETs).3

Although monocrystalline organic materials can be pro-

duced, most applications are limited by cost to polycrystal-

line or amorphous structures. Thus, disorder greatly affects

carrier mobilities and generation-recombination behavior of

organic semiconductor (OSC) devices. In addition, because

there are no intermolecular covalent bonds, weak van der

Waals (vdW) forces dominate interactions in the solid3 creat-

ing localized (Frenkel type) excitons while strong electron-
phonon interactions lead to polaron formation and hopping-

type transport. The conceptual simplicity of bands in tradi-

tional semiconductors is thus replaced by a complex

disordered system where electron interactions and electron-
phonon coupling determine the energy landscape.2

In this picture, the key quantities are the energies and cou-

plings between the different localized electronic states, and an

array of computational tools exist that give us access this

information. Individual chromophores can be described with

semiempirical,4 density functional theory (DFT),5,6 or wave-

function-based methods.7 To describe short-range disorder in

the solid, simulated annealing can generate dimer structures

for which the electronic coupling between pairs of molecules

can be computed, leading to an estimate of carrier mobility.8

To crudely address electrostatic effects of the environment,

polarizable continuum models (PCMs) can also be invoked.9

Quantum mechanical/molecular mechanical (QM/MM)

studies10 can shed more light on the impact of the environ-

ment on the energy landscape. By explicitly including inter-

molecular interactions in the QM/MM potential, the effect of

neighboring molecules on optical and transport properties can

be better described. Even for an amorphous material with

nanometer-scale disorder, the localized nature of the elec-

tronic states means that the QM region need only include one

or two monomers (see Figure 1). This makes QM/MM calcu-

lations vastly faster than a full DFT calculation on the same

system.

Recently, we and others8,11 have begun a systematic study

of organic materials with QM/MM methods. This review is a

tutorial intended to illustrate the fundamental principles

involved in this new class of simulations. We begin by intro-

ducing the relevant theoretical ingredients: the Marcus pic-

ture of electron transfer (ET), identifying diabatic states using

constrained DFT (CDFT), and the integration with QM/MM

techniques. To illustrate how the techniques interface with one

another, we focus on Alq3, a well-studied molecule8,9,12-14

that is the prototypical OLED material. We apply the QM/MM

methodology to Alq3 and compute a range of electronic prop-

erties: transport gap, electron- and hole- transfer rates, spec-

tral densities, and charge carrier recombination rates. At every

stage, we observe the crucial influence of the environment,

and particularly disorder, on the distribution of electronic

states. We conclude by summarizing the strengths and weak-

FIGURE 1. Illustration of QM/MM method. Left: Disordered Alq3 supercell, generated using MM simulation techniques. Center: Selection of
QM region within the MM environment. Right: Electronic structure calculation of desired electronic state.
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nesses of this approach for studying OSCs and detail future

work necessary for broader applications.

2. Theory

2.1. Marcus Theory of Electron Transfer. In the condensed

phase, ET occurs as the static and dynamic polarization of the

environment stabilizes (or destabilizes) charged species. For

nonadiabatic reactions (see Figure 2), the landscape is

described by two parameters: the reorganization energy, λ,

which describes the relaxation of the entire system as a result

of the new electronic state, and ∆G, the free energy change

attending ET. The intramolecular ET rate, kET, can be aproxi-

mation written as15

Here, the prefactor involves the electronic coupling element,

VRP, between the (diabatic) reactant and product states of ET.

In solid state systems, the reactant and product states are

the polarons that determine charge transport.16 λ leads to

polaron trapping via two mechanisms: the relaxation of the

“inner sphere” molecules undergoing ET (λi) and the polariza-

tion of the “outer sphere” molecules in the environment (λo).

Meanwhile, charge hopping is generated by the tunneling

matrix element VRP ≡ 〈P|Ĥ|R〉, where |R〉(|P〉) is the reactant

(product) state,and Ĥ is the electronic Hamiltonian. VRP is often

assumed constant along the reaction coordinate (Condon

approximation). While this turns out to be a good approxima-

tion for Alq3 (there is very little correlation between ∆G and

VRP), in general we avoid this approximation and instead com-

pute VRP at each instantaneous configuration.

We note that Marcus theory is typically an ensemble the-

ory. A given reaction is characterized by a single value of ∆G,

λ, and VRP (Figure 2a). Meanwhile, organic solids tend to be

disordered, nonequilibrium systems. As a result, an OSC has

many relevant values of ∆G, λ, and VRP (Figure 2b), leading to

a distribution of ET rates via eq 1. In order to translate the tan-

gle of energy landscapes in Figure 2b into a single rate, one

must resolve the individual time scales of relaxation versus

charge hopping. In what follows, we will not unravel this par-

ticular Gordian knot but instead focus on quantifying the

underlying distributions.

2.2. Constrained DFT as a Route to Diabatic States. In

order to connect the Marcus picture to a physical system, a

prescription for diabatic electronic states must be chosen. In

this vein, empirical valence bond,10 semiempirical molecular

orbital,4 CDFT,17,18 and CI-based19 approaches have all proven

useful. In what follows, we employ CDFT to define diabatic

electronic states and compute relevant ET parameters. We

choose this route because CDFT provides a compromise

between computational cost and accuracy: the calculations are

fast enough for realistic systems but also reliable enough for

chemical accuracy in many properties.

Within CDFT, a diabatic ET state such as D+A- is defined to

be the lowest energy state such that the partial charges on the

atoms that compose the acceptor (A) sum to -1. If the over-

all system is neutral, the donor (D) atom charges will then sum

to +1, reflecting the hole left behind by the transferred elec-

tron. Other diabatic states, such as AA- or D+D are defined

analogously. The constraint is enforced by applying a local

chemical potential bias, V, between donor and acceptor. By

varying the strength of this potential, one can control the

charge on the acceptor. In CDFT, V is determined self-consis-
tently with the charge density to determine the lowest energy

state that satisfies the charge constraint exactly.20 The charge-

constrained states thus obtained form the foundation for a

seamless connection between DFT and ET theory.17,21

For a rigid system such as an organic crystal, the entropic

contributions to the Marcus parameters (∆G, λ) are expected

to be small, so the task reduces to computing enthalpies.

These enthalpies can be computed from a combination of

geometry optimizations and energy evaluations. Adopting a

notation of (X|Y) for the energy of state X at the optimized

geometry of Y, we can compute the driving force and reorga-

nization of R f P from (see Figure 2)

These expressions make the standard linear response assump-

tion that both free energy surfaces are perfect parabolas with the

same curvature.15 Finally, we compute VRP in CDFT from a com-

bination of the overlap between electronic states and the matrix

elements of the chemical potential between them:22

FIGURE 2. Marcus free energies describing a transition from
reactant (R) to product (P) states. (a) Circles indicate calculations for
four-point determination of λ, ∆G. (b) Static disorder creates a
distribution of reactant and product energy landscapes.

kET )
2π
p

|VRP|
2 1

√4πλkBT
exp(- (λ + ∆G)2

4λkBT ) (1)

∆G ≡ 1
2

[(R|R) + (R|P) - (P|P) - (P|R)] (2)

λ ≡ - 1
2

[(R|R) - (R|P) + (P|P) - (P|R)] (3)
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where FR, VR (FP, VP) are the free energy and constraining chemi-

cal potential of the reactant (product) state. Recent applications

have shown that CDFT can provide accurate predictions of ∆G,

λ, and VRP when used within this framework.17,18,21

2.3. QM/MM Modeling of Disordered Systems.
QM/MM techniques have a long history of application to sys-

tems where a small active site is surrounded by a much larger

environment. The simulation cell is thus divided into classi-

cal (MM) and quantum (QM) regions, which interact via the

Hamiltonian.10 The important quantum phenomena are con-

tained within the molecules of the QM region, while the sur-

rounding MM region provides essential corrections (e.g., local

electric fields) from the heterogeneous environment.

The total energy of the QM/MM simulation is given by

Here, EQM and EMM are the energies of the QM and MM

regions, which depend on the coordinates of the QM (rQ) and

MM (rM) nuclei, respectively. EQM/MM represents the interac-

tion energy between the regions and consists of electrostatic

interactions plus an empirical vdW repulsion:

In addition to simple electrostatic effects, the QM/MM treat-

ment must account for the fact that the OSC environment is

polarizable. We do this by introducing fictitous “Drude”

charges, qi
d, which are harmonically bound to MM atoms:23

Electronic polarization is modeled by allowing the Drude par-

ticles to respond instantaneously to local electric fields, so that,

for any given nuclear configuration {r}, EDrude is minimized with

respect to the positions of the Drude particles. The positions

of the Drude particles must be determined self-consistently

with the QM charge density, because the electric field expe-

rienced by the Drude particles depends on the QM charges

and vice versa. For Alq3, the empirical parameters contained

in the FF terms above were fitted to reproduce available exper-

imental and ab initio data as detailed in the Supporting Infor-

mation.

2.4. Simulation Procedure. We begin our QM/MM cal-

culations by obtaining thermally sampled configurations of the

OSC material. A pure MM trajectory with a large number of

molecules is simulated at constant temperature, from which

we extract a large number of snapshots at fixed time inter-

vals for QM/MM calculations.

Each snapshot contains a disordered supercell of many

molecules (Figure 1, left panel). Because electronic states in

OSCs are largely localized, molecules distant from the active

region mostly contribute long-range effects that are well

described by MM. We invoke QM/MM by selecting a small

subset of the snapshot (Figure 1, center panel), which by phys-

ical intuition we assume to contain the interesting quantum

effects. The quantum region is intentionally chosen as small

as possible to minimize the spurious charge delocalization

problems that plague DFT.17 Finally, the QM molecules are

embedded in the MM simulation and treated using a full QM

electronic structure calculation (Figure 1, right panel); the inter-

action with the MM system is replaced by the QM/MM Hamil-

tonian (eq 5). The MM atomic charges appear as external

point charges in the QM calculation, which affect the QM elec-

tronic density.

At the boundary between the regions, QM electron den-

sity can localize unphysically around nearby MM point

charges (i.e., the system transfers charge to the environment).

We can repair this by replacing MM point charges with Gaus-

sians, F(r) ) (1)/(σ�2π) exp[-(r-r0
2)/2σ2]. In this work, we

choose the blurring parameter σ ) 3.5 Å, approximately half

the radius of Alq3. Finally, forces on QM and MM atoms alike

are given by differentiating the QM/MM Hamiltonian with

respect to the nuclear coordinates. When an optimized struc-

ture is desired (e.g., when computing λ), these forces are used

to minimize the energy of the entire system.

3. Computational Details

3.1. Alq3 as a Model Material. Alq3 is an octahedral coor-

dination complex in which three 8-hydroxyquinoline ligands

are bound to a central aluminum atom. Numerous experimen-

tal and theoretical studies are available in the

literature,8,9,12,13,24,25 making this material an ideal candi-

date for illustrating the methodology. Alq3 is known to exist

in several different crystalline phases; the experimentally

determined26 unit cell of �-Alq3 is used here as our initial

structure because it most closely resembles that of the amor-

phous film.27 We constructed a triclinic supercell of 6 × 6 ×
6 Alq3 unit cells (Z ) 2) containing 432 molecules. For con-

sistency with our QM method, our simulation cell used the

VRP ) 〈ΨR|Ĥ|ΨP 〉 )
FR + FP

2
〈ΨR|ΨP 〉 - 1

2
〈ΨR|VR + VP|ΨP〉

(4)

E ) EQM(rQ) + EMM(rM) + EQM⁄MM(rQ, rM) (5)

EQM⁄MM )-∫ ∑
i∈M

qi

|ri - r'|
F(r') dr' + ∑

i∈M
∑
j∈Q

qiZj

|ri - rj|
+

∑
i∈M

∑
j∈Q

VvdW(ri, rj) (6)

EDrude ) ∑
i

1
2

ki
d|di - ri|

2 + ∑
i,j

qi
dqj

|di - rj|
+ ∑

i,j

qi
dqj

d

|di - dj|
(7)
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equilibrium monomer geometry from a gas-phase B3LYP/3-

21G geometry optimization, placed in maximal coincidence

with the experimental molecular coordinates (RMSD < 0.1 Å).

3.2. MM Sampling and QM/MM Methodology. We per-

formed nonpolarizable MM sampling in GROMACS 4.028

using the NVT ensemble at 300 K. Full periodic boundary con-

ditions were applied, and bond lengths were held to DFT-op-

timized values using the LINCS algorithm. The entire

simulation length was 5.0 ns, intended to sample typical ther-

mal fluctuations in this material. A total of 500 ps was allowed

for thermal equilibration, after which snapshots were extracted

at 20 ps intervals to minimize shot-to-shot correlation.

QM/MM calculations were performed with the CHARMM29-Q-

Chem30 interface.31 Where noted, the QM/MM calculations

account for electronic polarizability of the MM system through

the presence of the Drude particles.

3.3. Electronic Structure Calculations. Electronic struc-

ture calculations were all performed using the 3-21G basis set

at the B3LYP level of theory. To investigate the basis set

dependence of each property, we performed selected calcu-

lations using the larger cc-pVDZ and aug-cc-pVDZ basis sets.

Unless specifically noted, we find negligible basis set depen-

dence (<5% change) for all of the properties discussed in the

text.

We determine most excitation energies using time-depen-

dent DFT (TDDFT),32 with the exception of CT states, which are

obtained with CDFT. Becke weights are used to define elec-

tron populations in the CDFT framework with charge and spin

constrained together.

4. Charge Transport Properties

The motion of charge carriers in OSCs is governed by sev-

eral material properties. First, the transport gap (also called the

band gap) measures the energy difference between free elec-

tron and hole carriers. It is formally given by the difference

between the ionization potential (IP) and electron affinity (EA),

Et ) IP - EA. In OSCs, the gap is modulated both by the het-

erogeneity of the system (which gives rise to a distribution of

local IPs and EAs) and the intrinsic bandwidth, which is gov-

erned by the electronic coupling VRP (also called the hopping

integral). Meanwhile, the carrier mobility (µe,h) is determined

by the Marcus ET rates, which in turn are influenced both by

energetic disorder and the magnitude of VRP.2,5

4.1. Transport Gap. The prescription for computing the

transport gap in Alq3 is straightforward. For a given snapshot,

we choose a single monomer and compute QM/MM energies

for the cation, anion, and neutral states yielding the trans-

port gap, Et ) E+ + E- - 2E0. By computing Et for different

monomers at a variety of snapshots, we can obtain an esti-

mate of the variations in the gap due to disorder.

In Figure 3, simulation results for EAs and IPs are presented.

At a crude level, we first compute the gap with fixed MM point

charges and obtain an EA (IP) of 0.6 ( 0.05 (6.3 ( 0.06) eV

and a transport gap of 5.4 eV (as measured from the IP and

EA onsets). Blurring of the MM charges blue-shifts both EA and

IP by.15 eV, yielding no effect on Et. Including polarization cor-

rections in the FF blue-shifts the EA onset to 1.3 ( 0.05 eV

and red-shifts the IP onset to 5.7 ( 0.05 eV to give an edge-

to-edge transport gap of 4.3 eV. This 1.3 eV polarization cor-

rection is a result of the strong interactions of the anion and

cation with the charged Drude particles. Indeed, assuming

each charge sits in a sphere of radius 0.7 nm surrounded by

a dielectric medium with εs ) 2.9, we obtain ∆Epol ) 0.68 eV

for each charge, very close to the observed polarization shift

of 0.55 eV (0.65 eV) for the IP (EA). A small representative set

of calculations performed using the aug-cc-pVDZ basis red-

shifts the Et modestly by 0.2 eV. Combining the basis set and

polarization corrections gives a corrected estimate of 4.1 eV

for the transport gap. Thus, we see that disorder has a very

small effect on the transport levels of Alq3: the shot-to-shot

variation in IP or EA is only 0.05 eV, and the site to site vari-

ation (not shown) is only 0.01-0.02 eV.

A variety of experimental and theoretical results are avail-

able for comparison. Experimentally, IPs and EAs of Alq3 have

been determined, yielding band gaps in the range 3.6-4.1

eV.24,25,33 Our result is at the higher edge of this range. Pre-

vious theoretical studies on Alq3 monomers within a PCM

report an EA (IP) of 1.7 eV (5.8 eV),9 yielding a transport gap

of 4.2 eV. Our results are in excellent agreement with these

predictions. Although the less expensive PCM calculations

agree well with our results, they can only give average val-

FIGURE 3. Alq3 electron affinity (EA) and ionization potential (IP)
computed with fixed MM point charges (thin solid curves), with only
charge blurring (dashed curves), and with only polarization
correction (thick solid curves). The transport gap, Et, is the difference
between the IP and EA distribution onsets. All results obtained with
3-21G/B3LYP.
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ues of EA/IP, while the QM/MM treatment also yields distribu-

tions describing the effect of disorder on the energetics in

OSCs.

4.2. Electronic Coupling. To obtain electronic couplings,

we compute the matrix elements (A ≡Alq3) 〈A-A|Ĥ|AA-〉 (for

electron transport) and 〈A+A|Ĥ|AA+〉 (for hole transport). We

take the quantum region to be a pair of Alq3 molecules with

an excess electron or hole. Two CDFT states are constructed

in which the excess charge is constrained to be on one mol-

ecule or the other and the electronic coupling between these

states is computed using eq 4. This is repeated for several

near-neighbor pairs at a large number of snapshots. While

nuclear heterogeneity has little effect on electron and hole

energies, it is expected to significantly influence the electron

and hole couplings because of their strong dependence on rel-

ative orientation.

Figure 4 shows the B3LYP/3-21G electron and hole hop-

ping parameters for several different pairs (indexed by the lat-

tice vector separating them) with fixed MM point charges. The

inset shows that while charge blurring can change individual

couplings up to 100 meV, the distributions are not signifi-

cantly shifted. For a given dimer, we note the coupling can

vary by as much as a factor of 5 as a function of time, sug-

gesting significant dynamic heterogeneity of the hopping rate

on the nanosecond time scale. There is also obvious static

structure in the data: despite the width of the distributions, the

couplings typically obey Vh(1,-1, 1) < Vh(1, 0, 0) ≈ Vh(0, 0, 0)

and Ve(1, - 1, 1) < Ve(0, 0, 0) < Ve(1, 0, 0). Finally, we note that

holes tend to have a higher density of very small couplings,

while electrons account for most of the high couplings.

Previous theoretical efforts have shown that electron cou-

plings in the perfect � crystal can be up to 289 meV, 10 times

as large as the largest hole coupling.27 Meanwhile, in an

amorphous sample, both electron and hole couplings are in

the 0-100 meV range.8 As our simulations are on a thermal-

ized crystal structure, lying somewhere between the two afore-

mentioned systems, we see that disorder tends to

progressively enhance small hole couplings while disrupting

some of the strong electron transport pathways in Alq3.

4.3. Reorganization and Mobility. λe(λh) can be com-

puted by (1) constraining the electron (hole) to be on one

monomer and relaxing the structure of the whole system, (2)

repeating the process with the electron (hole) constrained on

the opposite monomer, and (3) computing λ as in eq 3. This

process takes tens to hundreds of times longer than an energy

calculation, and so it is not computationally feasible to com-

pute λ for every pair of monomers or every snapshot. In order

to generate Table 1, we have therefore modeled only a hand-

ful of dimers from a single snapshot.

As shown in Table 1, the typical electron (hole) reorgani-

zation energy in Alq3 is 337 ( 63 meV (223 ( 47 meV).

These values are significantly larger than the typical VRP, con-

sistent with the generally poor transport properties (and high

reorganization barriers) of organic materials. Meanwhile, the

distribution of ∆G ((48 meV) is consistent with the width of

the IP and EA distributions in Figure 3.

We can further estimate λi by performing a gas-phase cal-

culation to find λi
e ) 216 meV and λi

h ) 208 meV so that λo
e

≈ 111 meV while λo
h ≈ 15 meV. Thus, the reorganization

energy for electrons is larger primarily because the environ-

ment traps an excess electron more strongly than an excess

hole. This effect can be rationalized by noting that the elec-

tron wave function is typically more delocalized and there-

fore more susceptible to environmental fluctuations.

As illustrated in Table 1, with λ, ∆G, and VRP for a given

pair, we can predict the rate of ET via eq 1, and we note that

in 8 of 11 cases the rate of ET is larger than that for hole

transfer. The primary differentiating factor is that the typical

hopping integral for electrons is considerably larger than that

for holes. In most cases, this is enough to overcome the dif-

ference in activation barriers, which typically favors holes. Our

finding agrees qualitatively with the experimental observa-

tion that Alq3 is a good electron transport material, with µe ≈
100µh. Because of heterogeneity in ke and kh, it is not a triv-

ial matter to make a quantitative prediction of the mobility

based on these rates. Since µ is most sensitive to the slow, rate

limiting values of k, one must simulate carrier diffusion using

the given hopping rates to obtain mobilities.8 Such a simula-

tion is beyond the scope of this tutorial, but the feasibility of

such mesoscopic simulations provides the final link between

atomistic data and bulk properties.

FIGURE 4. Electron (e-) and hole (h+) electronic coupling
distributions. Inset: The difference, ∆E ) Eblur - Enoblur, between
blurred and unblurred couplings.
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5. Optical Properties

The optical response of Alq3 is dominated by two Frenkel-

type excitons: a singlet state that fluoresces in the green and

a triplet that phosphoresces in the red. However, the activity

of Alq3 in OLEDs also depends critically on the distribution of

CT excitons, which are intermediates in the process of

electron-hole recombination. In contrast with transport prop-

erties that describe ground state behavior, optical properties

pertain to excited states, making them somewhat more chal-

lenging from a simulation perspective. In what follows, we

focus on just two features: the spectral densities of the vari-

ous states and the rate of CT recombination to the ground

state.

5.1. Spectral Density. To generate singlet and triplet exci-

ton spectral densities, the quantum region of the QM/MM sys-

tem was chosen to be a single monomer, and TDDFT was

used to obtain the lowest lying singlet and triplet states at a

variety of snapshots. For CT excitons, a (0, 0, 0) dimer pair was

chosen as the quantum region and intermolecular CT ener-

gies were computed as the difference between the CDFT A+A-

and AA state energies for each geometry snapshot. The result-

ing spectral densities are presented in Figure 5.

Figure 5 shows singlet excitons centered at 2.6 ( 0.08 eV,

triplet excitons at 2.0 ( 0.04 eV, and CT state energies at 3.7

( 0.2 eV (all with charge blurring). Thus, we see immediately

that exciton and CT energies are more sensitive to disorder

than either IP or EA. As a result, diffusion of these states will

be more strongly influenced by energetic trapping than was

the case for charge transport, where fluctuations in the hop-

ping parameter dominated the mobility. The singlet and trip-

let exciton results can be compared to a range of experimental

and theoretical studies. Optical absorbance studies place the

singlet exciton at 2.7 eV,34 while a gas-phase TDDFT calcula-

tion finds an exciton energy of 2.8 eV.35 For the triplet, phos-

phorescence studies find energies of 2.03-2.10 eV36-38

while gas-phase calculations report 2.1 eV. Our exciton ener-

gies are thus fairly consistent with the existing data and sug-

gest only a very small environmental effect on the Frenkel-

type exciton energies.

One important point is that while triplet and CT excitons

are insensitive to blurring (as all properties discussed so far

have been), the singlet is quite sensitive to blurring (Figure 5,

inset). The average singlet energy shifts by 0.3 eV as σ is

increased from zero (point MM charges) to infinity (no MM

charges). For the value of σ ) 3.5 Å used here, there is only

a small (<0.1 eV) difference between the QM/MM and pure

QM calculations for the singlet, which is physically realistic.

Little is known experimentally about the CT states, so that

calculations like the ones presented here are the primary

source of information about these intermediates. Figure 5

includes the distribution of CT energies both with and with-

out polarization; polarization shifts the average CT energy by

0.2 eV and clearly increases the density of deeply trapped CT

states (i.e., states > 1 eV below the band edge). These deeply

trapped states could play an important role in OLEDs as the

penultimate state of the electron-hole pair.

TABLE 1. Calculated Marcus Parameters and Rates for Various Donor/Acceptor Pairs within Alq3 Crystal, Labeled by the Lattice Vector
between the Monomersa

hole transport electron transport recombination

lattice vector λh ∆Gh Vh log10(kh) λe ∆Ge Ve log10(ke) λCT ∆GCT VRP

(1,0,1) 333 -38 87 14.0 352 25 115 14.0 653 -3.07 104
(0,-1,0) 245 36 45 13.4 285 -6 45 13.4 498 -3.26 69
(0,0,1) 272 -30 87 14.1 377 38 63 13.4 337 -3.38 119
((1,0,0) 245 -39 46 13.6 366 -171 33 13.4 614 -3.08 86
(0,0,0) 162 -47 35 13.6 238 -18 86 14.1 457 -3.20 195
(1,-1,0) 272 16 20 12.7 492 9 52 13.1 532 -2.98 196
(1,0,0) 220 -6 94 14.2 253 -17 317 15.2 283 -3.50 159
(0, ( 1,0) 210 -86 13 12.7 338 10 80 13.8 364 -3.54 134
(1,-1,1) 157 79 3 11.3 354 -4 4 11.2 225 -3.64 12
(0,-1,1) 173 -3 <1 10.3 373 -10 3 11.1 244 -3.71 N/A
(-1,-1,0) 173 -45 <1 9.9 337 -62 1 10.3 279 -3.75 N/A

a All energies are reported in meV except for ∆GCT (eV). Rates are reported in s-1. Rows are arranged in order of increasing Al-Al separation.

FIGURE 5. Triplet (T), singlet (S), and CT exciton spectral densities.
Solid CT curve includes polarization correction. Inset: Dependence
of singlet exciton states on blurring. The arrow indicates increasing
σ, from 0 (no blur) to ∞ (no charges). The other states are
insensitive to σ.

Electronic Properties of Disordered OSCs Difley et al.

Vol. 43, No. 7 July 2010 995-1004 ACCOUNTS OF CHEMICAL RESEARCH 1001



5.2. Electronic Coupling. To predict the electronic cou-

pling between the neutral ground state and CT exciton, we

need to compute the matrix element 〈A+A-|Ĥ|AA〉 using eq 4.

As previously, we model heterogeneity by computing VRP for

multiple geometry snapshots sampled from the MM trajec-

tory. Figure 6 shows the resulting CT electronic coupling for

the (0,0,0) dimer using 3-21G. While the distribution is broad,

we note that these CT couplings are 2-3 times larger than the

typical electron and hole couplings in Figure 4, reflecting the

fact that in the CT state the electron and hole attract one

another, leading to larger overlap.

We consider two corrections to the results in Figure 6. We

see that blurring somewhat narrows, but does not shift, the

distribution. Further, applying the polarizable FF is expected to

have only a small effect on VRP, which primarily involves the

reactant and product wave functions, not their energies. Thus,

our results suggest that the CT-to-ground coupling is signifi-

cantly larger than the electron or hole coupling, tending to

increase the charge recombination rate.

5.3. Charge-Transfer Reorganization. Just as for charge

transport, there is a λ associated with the formation of a local-

ized CT state. However, while charge transport typically occurs

in the normal regime (∆G < λ), the inverted regime (∆G > λ)

is relevant for CT states. Thus, while small values of λ speed

up transport, they slow charge recombination. To evaluate the

significance of this, we compute the CT reorganization energy

for a number of snapshots using eq 3 with R ) A+A- and P )
AA (Table 1).

We find λCT ) 384 ( 133 meV. If the monomers did not

interact, we would expect λCT to be the average of electron

and hole reorganization energies: 1/2(λe + λh) ) 315 meV.

However, the dimers here are nearest-neighbors so that a sig-

nificant portion of the relaxation energy comes from the two

monomers approaching each other in the relaxed A+A- struc-

ture, improving the attractive Coulomb interaction and increas-

ing λi
CT relative to the isolated monomers’ value. We find that

the pairs with the largest λCT also tend to have the smallest

Al-Al separations, further supporting this conclusion.

Finally, with the Marcus parameters in hand for several

pairs, we can predict the rate of charge recombination to the

ground state (kcr) using eq 1. The results in Table 1 yield

extremely slow rates, with a typical CT lifetime of .1 s. This

long lifetime is primarily due to the large disparity between

∆G (≈ 3.5 eV) and λCT (≈ 0.4 eV) leading to extremely slow

rates in the inverted regime. Thus, direct charge recombina-

tion to the ground state is not likely to be a significant loss

mechanism for Alq3 in OLED applications, where the rate of

exciton formation will be many orders of magnitude faster

than these recombination rates.

6. Conclusions

In this tutorial, we have demonstrated how simulation can be

used as a tool to study disordered OSCs. Taking Alq3 as a pro-

totypical example, we have shown how to compute its elec-

tronic properties within a complex, heterogeneous

environment. Our results are in good agreement with exist-

ing experimental findings, and reinforce the idea that while

exciton transport in Alq3 may be limited by energetic disor-

der, charge transport is limited by fluctuations in electronic

coupling.

The basis of our investigation is a synthesis of tools that

together provide an efficient means of computing accurate

electronic properties in a large, disordered system. The pri-

mary approximation is the assumption that the electronic

states are localized, which is a necessary component for the

QM/MM decomposition. This is not generally valid in inor-

ganic devices but is thought to hold quite generally in OSCs,

where Anderson localization dominates the energy landscape.

Moving forward, a number of extensions of the present

work should be explored. Most importantly, to make simula-

tions of this type into a predictive tool, these ideas should be

applied to a wider array of OSC systems. Here, we demon-

strate the techniques on a single material while carefully test-

ing sensitivity to the computational parameters. Similar

calculations for the alphabet soup of popular OSC materials

(C60, TPD, P3HT, CuPc, etc.) will lead to a recipe of simulation

parameters most accurate for a range of systems. Guidelines

of this sort are crucial in addressing technologically relevant

structures, such as donor-acceptor interfaces and bulk

heterojunctions.

On a technical level, the weakest step in our methodol-

ogy is clearly the process of MM sampling. We use a single,

long MM trajectory to sample the configuration space.

FIGURE 6. CT ground state state electronic coupling densities. The
dashed (solid) density curve is computed with (without) MM charge
blurring.
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Because these materials are glassy, better phase space sam-

pling could be obtained from either Monte Carlo or parallel

tempering simulations. These effects would be particularly

important for charge transport, where mobilities are domi-

nated by rare trap configurations in the wings of the distribu-

tion.8 Further, it is not entirely clear that MM provides an

adequate picture of the energy landscape. In this respect, it

would be interesting to explore the impact of intramolecular

reorganization on the exciton bands using a full QM/MM tra-

jectory. Another key area of improvement is the ab initio

description of the molecular excited states. Even with the best

existing functionals, TDDFT cannot predict exciton energies to

a precision better than 0.3-0.4 eV.32,39 Clearly, this is unac-

ceptable if one wants to have truly black-box tools for describ-

ing a wide range of materials.

The methodology presented above can be further

extended to explore an even wider range of essential material

properties. Here, we have not computed any charge carrier

mobilities, but a prediction of this type is within reach by

employing our calculated rates in kinetic Monte Carlo simu-

lations.8 Alternatively, although the present tutorial has

focused on parameters governing charge transfer, analogous

simulations of exciton transfer could reveal exciton diffusion

lengths in disordered materials. All of the above applications

would require some enhancement of our existing computa-

tional machinery, but would augment our ability to under-

stand and predict the properties of OSCs.
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37 Cölle, M.; Gärditz, C. Phosphorescence of aluminum tris(quinoline-8-olate). Appl.
Phys. Lett. 2004, 84, 3160–3162.

38 Burrows, H. D.; Fernandes, M.; de Melo, J. S.; Monkman, A. P.; Navaratnam, S.
Characterization of the triplet state of tris(8-hydroxyquinoline)aluminium(III) in
benzene solution. J. Am. Chem. Soc. 2003, 125, 15310–15311.

39 Peach, M. J. G.; Benfield, P.; Helgaker, T.; Tozer, D. J. Excitation energies in density
functional theory: An evaluation and a diagnostic test. J. Chem. Phys. 2008, 128, 044118.

Electronic Properties of Disordered OSCs Difley et al.

1004 ACCOUNTS OF CHEMICAL RESEARCH 995-1004 July 2010 Vol. 43, No. 7


